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ABSTRACT

The Internet of Things (IoT) systems are designed and
developed either as standalone applicat ions from the
ground-up or with the help of IoT middleware plat forms.
They aredesigned to support di� erent kindsof scenarios,
such as smart homes and smart cit ies. Thus far, privacy
concerns have not been explicit ly considered by IoT ap-
plicat ions and middleware plat forms. This is part ly due
to the lack of systemat ic methods for designing privacy
that can guide the software development process in IoT.
In this paper, we propose a set of guidelines, a privacy-
by-design framework, that can be used to assess privacy
capabilit ies and gaps of exist ing IoT applicat ions as well
as middleware plat forms. We have evaluated two open
source IoT middleware plat forms, namely OpenIoT and
Eclipse SmartHome, to demonstrate how our framework
can be used in this way.
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INTRODUCTION

The Internet of Things (IoT) [34] is a network of physi-
cal objects or ‘things’ enabled with comput ing, network-
ing, or sensing capabilit ies which allow these objects to
collect and exchange data. To make IoT applicat ion
development easier, a variety of IoT middleware plat -
forms have been proposed and developed. TThese plat -
forms o� er dist ributed system services that have stan-
dard programming interfaces and protocols, which help
solve problems associated with heterogeneity, dist ribu-
t ion and scale in IoT applicat ions development . These
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services are called ‘middleware’ as they sit ‘in the mid-
dle’, in a layer above the operat ing system and network-
ing software and below domain-speci� c applicat ions [1].
Our proposed privacy-by-design (PbD) framework can
be used to assess both IoT applicat ions and middleware
plat forms without any changes and agnost ic to their dif-
ferences. Therefore, in this paper, we use the terms ‘ap-
plicat ion’ and ‘middleware plat form’ interchangeably.

Our research is mot ivated by a lack of privacy protec-
t ion features in both IoT applicat ions and middleware
plat forms. We also recognise that exist ing privacy-by-
design frameworks do not provide speci� c guidance that
can be used by software engineers to design IoT applica-
t ions and middlewareplat forms. Further, recent security
and privacy breaches in IoT solut ions domain (e.g., In-
ternet connected baby monitor [40]) have also mot ived
our research.

In recent years, many part ies have built IoT mid-
dleware plat forms, from large corporat ions (e.g., Mi-
crosoft Azure IoT) to start -ups (e.g., wso2.com, Xively),
from proprietary to open source (e.g., KAAproject .org),
and from academic organisat ions (e.g., OpenIoT.eu)
to broader communit ies (e.g., Eclipse Smart Home:
eclipse.org/ smarthome). Thus far, privacy has not been
considered explicit ly by any of these plat forms, we be-
lieve part ly due to a lack of privacy-by-design methods
for the IoT. To address this, we propose a privacy-by-
design (PbD) framework that can guide software engi-
neers to systemat ically assess the privacy capabilit ies of
IoT applicat ions and middleware plat forms. We suggest
that the proposed framework can also be used to design
new IoT plat forms. However, in this paper, we only fo-
cus on assessing exist ing IoT plat forms.

There are number of exist ing frameworks that have
been proposed to help elicit privacy requirements and
to design privacy capabilit ies in systems. The origi-
nal privacy-by-design framework was proposed by Ann
Cavoukian [3]. This framework ident i� es seven founda-
t ional principles that should befollowed when developing
privacy sensit ive applicat ions. These are: (1) proact ive
not react ive; preventat ive not remedial, (2) privacy as
thedefault set t ing, (3) privacy embedded into design, (4)
full funct ionality posit ive-sum, not zero-sum, (5) end-to-
end security; full life-cycle protect ion, (6) visibility and
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t ransparency- keep it open, and (7) respect for user pri-
vacy, keep it user-cent ric. These high level principles are
proposed for computer systems in general but does not
provide enough details to be adopted by software engi-
neers when designing and developing IoT applicat ions.

Building on the ideas of engineering privacy-by-
architecture vs. privacy-by-policy presented by Spiek-
erman and Cranor [39], Hoepman [20] proposes an ap-
proach that ident i� es eight speci� c privacy design st rate-
gies: minimise, hide, separate, aggregate, inform, con-
t rol, enforce, and demonstrate. This is in cont rast to
other approaches that we considered. In a similar vein,
LINDDUN [11] is a privacy threat analysis framework
that uses data 
 ow diagrams (DFD) to ident ify privacy
threats. It consists of six speci� c methodological steps:
de� ne the DFD, map privacy threats to DFD elements,
Ident ify threat scenarios, priorit ise threats, elicit mit iga-
t ion st rategies, and select corresponding privacy enhanc-
ing technologies. However, both LINDDUN and Hoep-
man’s framework are not aimed at the IoT domain. Fur-
ther, they not prescript ive enough in guiding software
engineers.

In cont rast , the STRIDE [21] framework was developed
to help software engineers consider security threats, it is
an example framework that has been successfully used
to build secure software systems by indust ry. It suggests
six di� erent threat categories: spoo� ng of user ident ity,
tampering, repudiat ion, informat ion disclosure (privacy
breach or data leak), denial of service, and elevat ion of
privilege. However, its focus is most ly on security rather
than privacy concerns.

On the other hand, designing IoT applicat ions is much
more di� cult than designing desktop, mobile, or web
applicat ions [32]. This is beacause a typical IoT appli-
cat ion requires both software and hardware (e.g., sen-
sors) to work together on mult iple heterogeneous nodes
with di� erent capabilit ies under di� erent condit ions [30].
Assessing an IoT applicat ion in order to � nd privacy
gaps is a complex task that requires systemat ic guid-
ance. For thesereasons, webelievethat IoT development
would bene� t from having a privacy-by-design frame-
work that can systemat ically guide software engineers to
assess (and potent ially design new) IoT applicat ions and
middleware plat forms. Typically, systemat ic guidelines
will generate a consistent result irrespect ive of who car-
ried out a given assessment . Such a framework will also
reduce the t ime taken to assess a given applicat ion or
plat form.

INTERNET OF THINGS: DATA FLOW

In this sect ion, we brie
 y discuss how data 
 ows in a
typical IoT applicat ion that follows a centralised archi-
tecture pat tern [38]. This helps us to int roduce privacy
guidelines and their applicability to di� erent types of
computat ional nodes and data life-cycle phases. As il-
lust rated in Figure 1, in IoT applicat ions, data moves
from sensing devices to gateway devices to a cloud in-
frast ructure [30]. This is the most common architecture,
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Figure 1: Typical data 
 ow in IoT Applicat ions

also called centralised architecture, used in IoT applica-
t ion development [38]. Each of these devices have di� er-
ent computat ional capabilit ies. They also have di� erent
types of access to energy sources from permanent to so-
lar power to bat tery power. Further, depending on the
availability of knowledge, each device may have limita-
t ions as to the type of data processing that can be done.
An IoT applicat ion should integrate all these di� erent
types of devices with di� erent capabilit ies. We believe
that IoT middleware plat forms should provide in-built
privacy protect ion capabilit ies. As a result , IoT appli-
cat ion developers will be able to easily use middleware
plat forms to achieve their own object ives while protect -
ing user privacy.

We divided the data life cycle into � ve phases in order to
st ructure our discussion. Within each device (also called
node), data moves through � ve data life cycle phases:
Consent and Data Acquisit ion [CDA], Data Preprocess-
ing [DPP], Data Processing and Analysis [DPA], Data
Storage [DS] and Data Disseminat ion [DD]. The CDA
phase comprises rout ing and data reading act ivit ies by
a certain node. DPP describes any type of processing
performed on raw data to prepare it for another pro-
cessing procedure [36]. DPA is, broadly, “the collection
and manipulation of items of data to produce meaning-
ful information” [15]. DS is the storage of raw data of
processed informat ion for later ret rieval and DD is the
t ransmission of data to an external party.

We assume that all the data life cycle phases are present
in all nodes in an IoT applicat ion to be ut ilised by soft -
ware engineers to protect user privacy. However, based
on the decisions taken by the engineers, some data life
cycle phases in some nodes may not be ut ilised. For
example, a sensor node may ut ilise the DPP phase to
average temperature data. Then, without using both
DPA and DS phases to analyse or store data (due to
hardware and energy const raints) the sensor node may
push the averaged data to the gateway node in the DD
phase.

PRIVACY-BY-DESIGN GUIDELINES

After reviewing exist ing privacy design frameworks, we
determined that Hoepman’s [20] is the most appropriate



start ing point for developing a more detailed privacy-
by-design framework for IoT. Addit ionally, Hoepman’s
design st rategies helps us to organise and st ructure our
paper [31]. In this sect ion, we derive privacy-by-design
guidelines by examining Hoepman’s eight design st rate-
gies. These guidelines are not fool-proof recommenda-
t ions that can be used without careful thought and con-
siderat ion of thespeci� c object ives, implementat ions, ex-
ecut ion, and other factors speci� c to each IoT applica-
t ion or middleware plat form.

It is important to note that our proposed guidelines
should not be used to compare di� erent IoT applica-
t ion or plat forms. The primary reason is that each IoT
applicat ion or plat forms is designed to serve a speci� c
purpose or category of applicat ion. For example, the
SmartHome (eclipse.org) plat form is designed to act as
a home hub to enable sensing and actuat ion within a
household environment . In cont rast , OpenIoT [22] is
designed to act as a cloud middleware for smart city
applicat ions. Therefore, they are not comparable plat -
forms. However, if the plat forms in quest ion are very
similar in terms of intended funct ionality, our guidelines
can be used to compare them from a privacy perspect ive
with the intent ion of select ing one over the other.

We developed these guidelines to act as a framework
to support software engineers, so they can adopt our
guidelines into their IoT applicat ions in a customised
manner. For example, certain applicat ions will require
aggregat ion of data from di� erent sources to discover
new knowledge (i.e. new pieces of informat ion). We do
not discourage such approaches as long as data is ac-
quired through proper consent processes. However, IoT
applicat ions, at all t imes, should take all possible mea-
sures to achieve their goals with the minimum amount
of data. This means that out of eight privacy design
st rategies proposed by Hoepman’s [20], minimisat ion is
the most important st rategy. These guidelines are de-
rived through analysis of literature and use-cases.

The relat ionship between Hoepman’s [20] design st rate-
giesand our guidelinesarepresented in Table1. Broadly,
we have ident i� ed two major privacy risks, namely, sec-
ondary usage (⊗) and unauthorised access (⊖) that
would arise as consequences of not following guidelines.
The usage of already collected data for purposes that
were not init ially consented by the data owners can be
ident i� ed as secondary usage [26]. Secondary usage can
lead to privacy violat ions. Unauthorised access is when
someone gains access to data without proper authorisa-
t ion during any phase of the data life cycle. We will
use the symbols shown above to denote which threat is
relevant to each guideline.

Minimise data acquisition [(⊗) (⊖)]

This guideline suggests to minimise the amount of data
collected or requested by an IoT applicat ion [13]. Min-
imisat ion includes minimising data types (e.g., energy
consumpt ion, water consumpt ion, temperature), mini-
mum durat ion (e.g., hours, days, weeks, months), and

minimum frequency (i.e., sampling rate) (e.g., one sec-
ond, 30 seconds, minutes).

Minimise number of data sources [(⊗) (⊖)]

This guideline suggests to minimise the number of data
sources used by an IoT applicat ion. Depending on the
applicat ion, it may be required to collect data from dif-
ferent sources. Each data source may hold informat ion
about an individual (e.g., Databox [4]). Alternat ively,
mult iple data sources may hold pieces of informat ion
about a person [6] (e.g., Fitbit act ivity t racking service
may hold an person’s act ivity data while a hospital may
hold hishealth records). Aggregat ion of data from mult i-
plesourcesallow third part ies to ident ify personal details
that could lead to privacy violat ions (e.g., aggregat ing
medical records and act ivity data).

Minimise raw data intake [(⊗) (⊖)]

Wherever possible, IoT applicat ions should reduce the
amount of raw1 data acquired by the system [33]. Raw
data could lead to secondary usage and privacy viola-
t ion. Therefore, IoT plat forms should consider convert -
ing raw data into secondary context data [34]. For ex-
ample, IoT applicat ions can generate orientat ion (e.g.,
sit t ing, standing, walking) by processing accelerometer
data, storing only the results (i.e. secondary context )
and discarding the raw accelerometer values.

Minimise knowledge discovery [(⊗)]

Thisguidelinesuggests to minimisetheamount of knowl-
edge discovered within an IoT applicat ion [2]. IoT ap-
plicat ions should only discover the knowledge necessary
to achieve their primary object ives. For example, if the
object ive is to recommend food plans, it should not at -
tempt to infer users’ health status without their explicit
permission.

Minimise data storage [(⊗) (⊖)]

This guideline suggests to minimise the amount of data
(i.e. primary or secondary) stored by an IoT applicat ion
[39]. Any piece of data that is not required to perform
a certain task should be deleted. For example, raw data
can be deleted once secondary contexts are derived. Fur-
ther, personally ident i� able data need not be stored.

Minimise data retention period [(⊗) (⊖)]

This guideline suggests to minimise the durat ion for
which data is stored (i.e. avoid retaining data for longer
than it is needed) [23]. Long retent ion periods provide
more t ime for malicious part ies to at tempt unauthorised
access to the data. Privacy risks are also increased be-
cause long retent ion periods could lead to unconsented
secondary usage.

1Unprocessed and un-fused data can be identified as Raw
data (also called primary context [34]). For example, X-axis
value of an accelerometer can be identified as raw data.
Knowledge (e.g. current activity = ‘walking’) generated by
processing and fusing X-, Y-, and Z-axis values together can
be identified as processed data (also called secondary con-
text [34]).



Hidden data routing [(⊖)]

In the IoT, data is generated within sensor nodes. The
data analysis typically happens within cloud servers.
Therefore, data is expected to t ravel between di� er-



the personal data that remains [20]. This guideline sug-
gests to discover knowledge though aggregat ion and re-
place raw data with discovered new knowledge. For ex-
ample, ‘majority of people who visited the park on [par-
ticular date] were young students’ is an aggregated re-
sult that is su� cient (once collected over a t ime period)
to perform further t ime series based sales performance
analysis of a near-by shop. Exact t imings of the crowd
movements are not necessary to achieve this object ive.

Geography based aggregation [(⊗)]

This guideline recommends to aggregate data using ge-
ographical boundaries [27]. For example, a query would
be ‘how many electric vehicles used in each city in UK’.
The results to this query would be an aggregated num-
ber unique to the each city. It is not required to collect
or store details about individual elect ric vehicles.

Chain aggregation [(⊗)]

This guidelinesuggests to perform aggregat ion on-the-go
while moving data from one node to another. For exam-
ple, if the query requires a count or average, this can be
done without pulling all the data items to a centralised
locat ion. Data will be sent from one node to another
unt il all the nodes get a chance to respond. Similar tech-
niques are successfully used in wireless sensor networks
[25]. This type of technique reduces the amount of data
gathered by a centralised node (e.g., cloud server). Fur-
ther, such aggregat ion also eliminates raw data from the
results, thus reducing the risk of secondary data usage.

Time-Period based aggregation [(⊗)]

This guideline suggests to aggregate data over t ime (e.g.,
days, week, months) [9]. This reduces the granularity of
data and also reduces the secondary usage that could
lead to privacy violat ions. For example, energy con-
sumpt ion of a given house can be acquired and repre-
sented in aggregated form as 160 kWh per month instead
of on a daily or hourly basis.

Category based aggregation [(⊗)]

Categorisat ion based aggregat ion approaches can be
used to reduce the granularity of the raw data [9]. For
example, instead of using exact value (e.g., 160 kWh per
month), energy consumpt ion of a given house can be
represented as 150-200 kWh per month. T ime-Period
based and category based aggregat ion can be combined
together to reduce data granularity.

Information Disclosure [(⊗)]

This guideline suggests that data subjects should be ad-
equately informed whenever data they own is acquired,
processed, and disseminated. The ’Inform’ step can
take place at any stage of the data life cycle and can
be broadly divided into two categories: pre-inform and
post -inform. Pre-inform takes place before data enters
to a given data life cycle phase. Post -inform takes place
soon after data leaves a given data life cycle phase [19].

• Consent and Data Acquisition: what is the purpose
of the data acquisit ion?, What types of data are re-
quested?, What is the level of granularity?, What are
the rights of the data subjects?

• Data Pre-Processing: what data will be taken into the
plat form?, what data will be thrown out?, what kind
of pre-processing technique will be employed?, what
are the purposes of pre-processing data?, what tech-
niques will be used to protect user privacy?

• Data Processing and Analysis: what type of data will
be analysed?, what knowledge will be discovered?,
what techniques will be used?.

• Data Storage: what data items will be stored? how
long they will be stored? what technologies are used
to store data (e.g. encrypt ion techniques)? is it cen-
t ralised or dist ributed storage? will there be any back
up processes?

• Data Dissemination: with whom the data will be
shared? what rights will receivers have? what rights
will data subjects have?

Control [(⊗)]

This guideline recommends providing privacy control
mechanisms for data subjects [9]. Control mechanisms
will allow data owners to manage data based on their
preference. There are di� erent aspects that the data
owner may like to control. However, cont rolling is a t ime
consuming task and not every data owner will have the
expert ise to make such decisions.

Therefore, it is a software engineer’s responsibility to
determine the kind of cont rols that are useful to data
owners in a given IoT applicat ion context . Further, it is
important to provide some kind of default set of opt ions
for data owners to choose from, specially in the cases
where data subjects do not have su� cient knowledge.
Some potent ial aspects of cont rol are 1) data granularity,
2) anonymisat ion technique, 3) data retent ion period, 4)
data disseminat ion.

Logging [(⊗) (⊖)]

Thisguidelinesuggests to log eventsduring all phases [9].
It allows both internal and external part ies to examine
what has happened in the past to make sure a given sys-
tem has performed as promised. Logging could include
but is not limited to event t races, performance parame-
ters, t imestamps, sequencesof operat ionsperformed over
data, any human intervent ions. For example, a log may
include the t imestamps of data arrival, operat ions per-
formed in order to anonymise data, aggregat ion tech-
niques performed, and so on.

Auditing

This guideline suggests to perform systemat ic and in-
dependent examinat ions of logs, procedures, processes,
hardware and software speci� cat ions, and so on [9]. The
logs above could play a signi� cant role in this process.
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[13] 1-Minimise data acquisition X X X X ⊗ ⊖

[6] 2-Minimise number of data sources X X ⊗ ⊖

[33] 3-Minimise raw data intake X X X X ⊗ ⊖

[2] 4-Minimize knowledge discovery X X ⊗

[39] 5-Minimize data storage X X ⊗ ⊖

[23] 6-Minimize data retention period X X X ⊗ ⊖

[24] 7-Hidden data routing X X X ⊗ ⊖

[12] 8-Data anonymization X X X X X ⊗ ⊖

[16] [8] 9-Encrypted data communication X X X ⊗ ⊖

[14] [17] 10-Encrypted data processing X X X ⊗ ⊖

[5] [18] 11-Encrypted data storage X ⊗ ⊖

[41] 12-Reduce data granularity X X X X ⊗

[10] 13-Query answering X X X ⊗

[35] 14-Repeated query blocking X X X ⊗

[37] [38] 15-Distributed data processing X X ⊗ ⊖

[29] 16-Distributed data storage X X ⊗ ⊖

[20] 17-Knowledge discovery X X X X X X ⊗

[27] 18-Geography based aggregation X X X X X X ⊗

[25] 19-Chain aggregation X X X X X X ⊗

[9] 20-Time-Period based aggregation X X X X X X ⊗

[9] 21-Category based aggregation X X X X X X ⊗

[19] 22-Information Disclosure X X X X X X X ⊗

[9] 23-Control X X X X X X X ⊗

[9] 24-Logging X X X X X X ⊗ ⊖

[9] 25-Auditing X

26-Open Source X

27-Data Flow X

[42] 28-Certification X

[7] 29-Standardization X

[9] 30-Compliance X ⊗ ⊖

Risk Types: Secondary Usage (⊗), Unauthorised Access (⊖)

Non-disclosureagreementsmay behelpful to allow audit -
ing some parts of the classi� ed data analyt ics processes.

Open Source

Making source code of an IoT applicat ion open allows
any external party to review code. Such reviews can be
used as a form of compliance demonstrat ion. This allows
external part ies to verify and determine whether a given
applicat ion or plat form has taken su� cient measures to
protect user privacy.

Data Flow

Data 
 ow diagrams (e.g., Data Flow Diagrams used by
Uni� ed Modelling Language) allow interested part ies to
understand how data 
 ows within a given IoT applica-
t ion and how data is being t reated. Therefore, DFDs
can be used as a form of a compliance demonstrat ion.

Certification

In this context , cert i� cat ion refers to the con� rmat ion of
certain characterist ics of an system and process. Typi-
cally, cert i� cat ions aregiven by a neutral authority. Cer-
t i� cat ion will add t rustworthiness to IoT applicat ions.
TRUSTe (t ruste.com) [42] Privacy Seal is one example,
even though none of the exist ing cert i� cat ions are ex-
plicit ly designed to cert ify IoT applicat ions.

Standardisation

This guideline suggests to follow standard pract ices as a
way to demonstrate privacy protect ion capabilit ies. In-
dust ry wide standards (e.g. AllJoyn allseenalliance.org)
typically inherit security measures that would reduce
some privacy risks as well. This refers to the process of
implement ing and developing technical standards. Stan-
dardisat ion can help to maximise compat ibility, interop-
erability, safety, repeatability, or quality. Standardisa-
t ion will help external part ies to easily understand the
inner workings of a given IoT applicat ion [7].

Compliance [(⊗) (⊖)]

Based on the country and region, there are number of
policies, laws and regulat ions that need to be adhered to.
It is important for IoT applicat ions to respect guidelines.
Some regulatory e� orts are ISO 29100 Privacy frame-
work, OECD privacy principles, and European Commis-
sion Protect ion of personal data.

EVALUATION

In this sect ion, we demonstrate how our proposed PbD
framework can be used to evaluate exist ing IoT appli-
cat ions and plat forms in order to � nd gaps in privacy.
For evaluat ion, we used two open source IoT plat forms
that have been developed to accomplish di� erent goals.



We intent ionally selected two IoT plat forms instead of
IoT applicat ions due to their open source nature and
availability to the research community.

The OpenIoT [22] middleware infrast ructure supports

 exible con� gurat ion and deployment of algorithms
for collect ing, and � ltering informat ion st reams stem-
ming from internet -connected objects, while at the
same t ime generat ing and processing important busi-
ness/ applicat ion events. It is more focused on enterprise
and indust rial IoT applicat ions.

Eclipse Smart Home (eclipse.org/ smarthome) is a mid-
dleware plat form for integrat ing di� erent home automa-
t ion systems and technologies into one single solut ion
that allows over-arching automat ion rules and uniform
user interfaces. It allows building smart home solut ions
that have a st rong focus on heterogeneous environments.
As the name implies, it mainly focused on smart home
(or smart o� ce) based solut ions.

Methodology

Here we provide a step-by-step descript ion of how our
proposed privacy-by-design framework can be used to
assess IoT applicat ions and middleware plat forms. In
this work, we only focus on assessing two IoT plat forms,
even though the proposed framework can also support
designing brand new IoT applicat ions and middleware
plat forms as well. We believe the following method helps
software engineers to e� cient ly and e� ect ively use our
framework, although this is not the only way to do so.

• Step 1: First , software engineers need to ident ify how
data 
 ows in the exist ing system. The object ive is
to ident ify the physical devices through which data
t ransits at runt ime. However, only the categories of
devices need to be ident i� ed. This is a decision that
software engineers need to make. An example layout

is show in Figure 2, where we have illust rated two
di� erent gateway devices to highlight the fact that we
are only interested in categories of devices. Device
category is typically based on the similarit ies in terms
of computat ional capabilit ies (e.g., CPU, RAM, etc.).

• Step 2: Build a table for each node where columns
represent data life cycle phases and rows represent
each privacy-by-design guideline. In this paper, our
aim is to assess two IoT middleware plat forms that
are designed to be hosted in an server node. We
required only one table for each assessment2. How-
ever, when assessing an IoT applicat ion, there could
be many nodes involved. In such situat ions, a table
(e.g., Table 2) is required for each node.

• Step 3: Finally, software engineers go through each
guideline and use the colour codes proposed below to
assess their plat forms. We conducted our own assess-
ment using this approach and results are presented
in Table 2. A software engineer may write notes to
just ify their decisions (i.e. choice of color) as well
as to clarify the rat ionale on each cell. For example,
encrypted data processing may not be possible to per-
form in certain categories of devices such as gateways
due to their lack of computat ional resources . Such
notes are useful when working as a team so everyone
knows the rat ionale behind design choices.

Our proposed color coding is as follows: When a
part icular guideline is not applicable for a given life
cycle phase, it is marked as NOT-APPLICABLE
( ). If a part icular guideline if fully supported by
a given IoT applicat ion or plat form, it is marked
as FULLY-SUPPORTED ( ). This means that the

2Two independent assessment tables are merged due to space
limitations

Gateways 
(Intermediary 

Nodes)

Figure 2: Evaluat ion Methodology



plat form has already taken steps to protect user
privacy as explained in the principles. If a part icular
guideline is not supported at all or it requires sub-
stant ial e� ort to support a certain funct ionality, it
is marked as NO-SUPPORT ( ). This means that
the plat form has not taken necessary the steps to
protect user privacy as explained in the guideline
and it is either impossible or requires signi� cant
e� ort to � x this. When a certain guideline is not
supported by a plat form but provides a mechanism
(e.g., plug-in architecture) to support user privacy
protect ion through extensions, we ident ify them as
EXTENDIBLE ( ).

Discussion

Here we discuss a few of our guidelines to demonstrate
how a software engineer may use our framework to eval-
uate their IoT applicat ions from a privacy perspect ive.
Our intent ion is not to discuss and just ify how we eval-
uated both plat forms against each guideline, but to ex-
emplify the thought processes behind this evaluat ion.

Let us consider guideline # 1 (Minimize Data Acquisi-
t ion). This guideline can be sat is� ed by extending both
OpenIoT and Eclipse SmartHome plat form in the CDA
phases. OpenIoT hasa plug-in architecturecalled ‘wrap-
pers’ [22]. SmartHome also has similar architecture
called ‘bundles’. These plug-ins can be easily extended
to request minimum amount of data. However, such
funct ionality is not readily available in these plat forms.
Therefore, wemarked CDA phaseasEXTENDIBLE ( ).

The minimize data acquisit ion funct ion is readily avail-
able in OpenIoT [22] in the DPP phases. It provides
a mechanism to con� gure parameters such as ‘sampling
rate’ using a declarat ive language. Therefore we marked
OpenIoT’s DPP phase as Fully Supported ( ). However,
no similar funct ionality is provided in the SmartHome
plat form.

Theguidelines # 25 which focused on Audit ing is marked
as NO-SUPPORT ( ) for both plat forms. The reason is
that , though both plat forms are open source, neither of
them are audited from a privacy perspect ive. Due to
their open source nature, code bases are regularly re-
viewed and audited to make sure coding standards are
met . However, privacy aspects are not reviewed in cur-
rent audit ing sessions. We conducted similar examina-
t ions with respect to all guidelines.

CONCLUSIONS AND FUTURE WORK

In this paper, we presented set of guidelines, as the core
of a conceptual framework, that incorporates privacy-
by-design principles to guide software engineers in the
systemat ic assessment of the privacy capabilit ies of In-
ternet of Things applicat ions and plat forms. We demon-
st rated how our framework can be used to assess two
open source IoT plat forms namely, Eclipse Smart Home
and OpenIoT. We also explained the step by step pro-
cess of how to use our framework e� cient ly. The pro-
posed summarizing technique may be helpful when soft -
ware engineers need to report current statuses of their
IoT applicat ions from a privacy perspect ive and just ify

Table 2: Summarized Privacy Gaps Assessment for (a) Eclipse SmartHome and (b) OpenIoT

(a) Eclipse SmartHome Platform (b) OpenIoT Platform
CDA DPP DPA DS DD CDA DPP DPA DS DD

1-Minimise data acquisition
2-Minimise number of data sources
3-Minimise raw data intake
4-Minimize knowledge discovery
5-Minimize data storage
6-Minimize data retention period
7-Hidden data routing
8-Data anonymization
9-Encrypted data communication
10-Encrypted data processing
11-Encrypted data storage
12-Reduce data granularity
13-Query answering
14-Repeated query blocking
15-Distributed data processing
16-Distributed data storage
17-Knowledge discovery based aggregation
18-Geography based aggregation
19-Chain aggregation
20-Time-Period based aggregation
21-Category based aggregation
22-Information Disclosure
23-Control
24-Logging
25-Auditing
26-Open Source
27-Data Flow Diagrams
28-Certification
29-Standardization
30-Compliance



investments towards certain privacy features. Further,
detailed analysis of privacy gaps will help software en-
gineers to share their thought processes with colleagues
towards design and development of new privacy features.

In the future, we will conduct empirical studies by re-
cruit ing software engineers to assess the privacy capa-
bilit ies of open source IoT plat forms with and without
using our framework. Such studies will help us to derive
more insights on its value in real-world set t ings. Fur-
ther, through empirical studies, we will explore how our
framework may be used by non specialised IT profession-
als (e.g., � nal year students, new software engineering
graduates) to assess the exist ing privacy capabilit ies of
IoT middleware frameworks.

We also plan to demonstrate how our framework can
be used to design brand new IoT applicat ions and plat -
forms. Speci� cally, we will ask part icipants to design
IoT applicat ions to sat isfy few di� erent use case scenar-
ios with and without our guidelines. We will measure
the e� ect iveness of their designs using quant itat ive tech-
niques. Furthermore, to help software engineers bet ter,
we are also planning to ext ract , design and document
privacy pat terns that can be easily adopted into IoT ap-
plicat ion design processes.
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