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Abstract—New generation mobile devices have becomeunderstanding of human behaviors. Such recognition can
inevitable to be employed within the realm of ubiquitous also be used to assist individuals to enhance their quality
sensing. Especially, smartphones have been increasinglgad ¢ |ives Therefore. the inference of a variety of human
for Human Activity Recognition (HAR) based studies. It S S . Ly
is believed that recognizing human-centric activity pattens a_ct|V|t|es in & computationally pe_rvaswe yvay within a very
accurately enough could give a better understanding of diverse context has drawn much interestin the research area
human behaviors. Further, such ability could give a chance of ubiquitous sensing.
for assisting individuals in order to enhance the quality of In the real world, being aware of context and communi-
lives. However, the integration and realization of HAR basd cating is a key part of human interaction. A context can be

mobile services stand as a significant challenge on resource defined h terizati f ii tity situatiah
constrained mobile embedded platforms. In this manner, thé efined as characterization of a specific entity situatiamsu

paper proposes a novel Discrete Time |nh0mogeneous HiddenaS user profile, user Surrounding, user social interaction
Semi-Markov Model (DT-IHS-MM) based generic framework — or user activity [1]-[3]. Applying context awareness into

to address a better realization of HAR based mobile context- mobile devices enables to have a collection of autonomous,
awareness. In addition, we utilize power efficient sensor 5 hient intelligent and self-operated network nodes (e.g.

management strategies by providing three intuitive method, . . .
and Constrained Markov Decision Process (CMDP) and Par- independently acting smartphones) which are well aware of

tially Observable Markov Decision Process (POMDP) based Surrounding context, circumstances and environments. The
optimal methods. Moreover, a feedback control mechanism evolution of ubiquitous sensing on resource-constrained
is integrated to balance the tradeoff between accuracy in mobile devices have empowered the creation of context-

context inference and power consumption. In conclusion, ta aware middleware [4], [5]. It emerges as a promising
proposed sensor management methods achieve a 40% overall luti for the d ic int fi f highl |

enhancement in the power consumption caused by the physical solu 'Qn c_>r e _ynamlc n egr_a ion or highly Comp_ex
sensor with respect to overall 85-90% accuracy ratio thanks and rich interactions among virtual world and physical

to the provided adaptive context inference framework. world. With these capabilities, the new emerging network
Index Terms—Context-aware framework, human activity ~architecture would enhance data credibility, qualityyacy
recognition, optimal sensing, power efficiency and share-ability by encouraging participation at perkona

social and urban scales and would lead discover the knowl-
edge about human lives and behaviors, and environment in-
teractions/social connections by leveraging the deployme
The ever-increasing technical advances in embeddeapacity of smart things (e.g., smartphones, tablets)deror
systems, together with the proliferation of growing deveto collect and analyze the digital traces left by users.
opment and deployment in small-size sensor technologiesHowever, heavily use of the built-in smartphone sen-
have enabled smartphones to be re-purposed to recogriges would bring new challenges especially in resource-
daily occurring human based actions, activities and iconstrained hardware platforms. First, continuous cagpgur
teractions which mobile device users encounter with theser context through sensory data acquisitions, and second
surrounding environment. Accurately recognizing humanferring desirable hidden information from the context
related event patterns, calleder statescan give a better would put a heavy workload on the smartphone processor
and sensors. Thereby, these operations cause more power
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TABLE I: Summary of Important Symbols

creates a tradeoff between power consumption and accuracy Symbol

Definition (Section where the symbol is first used)

provided by these services. S

In this paper, we propose a novel framework that allows S5
to run a HAR based smartphone application while achieving 19&
a fine balance in the defined tradeoff. The framework con- o
sists of a context inference module including an obsermatio ”Z $1,T
analysis block to acquire and infer the desired contexts ¢
through the smartphone accelerometer, a statistical mechi ij
to represent user activities, and a sensor management <
system to prolong the smartphone battery lifetime. Our 'p
objective is to improve the power efficiency of smartphones
by dynamically adapting sensor sampling rates and duty Zﬂ
cycles while supporting accurate recognition in user ac- d;
tivities. More importantly, this research creates an ¢iffec F;j
HMM-based framework that provides optimal power saving i
methods at the low-level sensory operations in order to '
guide the development of future context-aware application N;
The followings are a few distinctive key novelties exposed ig
by this paper: o
tsuf

user state (IV-A)

Markov chain, or sequence of user states (IV-A)
observation (IV-A)

sequence of observations (IV-A)

observation emission matrix (IV-A)

time indexes throughout the paper (IV-A)
indexes for user states (IV-Al)
inhomogeneous Markov process (IV-Al)
user state transition rate (IV-Al)

user state transition density matrix (IV-Al)
user state transition probability (IV-Al)

user state transition matrix (IV-A1)

initial user state probability (IV-Al)
probability of waiting time in a state (IV-A2)
probability of leaving a user state (IV-A2)

a random time distribution (IV-A2)

filtered probabilities (IV-A3)

predicted probabilities (IV-A3)

estimation of user state (IV-A3)

total no. of user state transitions (I\V-A4)
total no. of passages in a fixed user state (IV-A4)
instantaneous entropy production rate (IV-B)
accuracy notifier (IV-B)

actions (IV-B)

sufficient time to trigger an action (IV-B)

o User profiles are considered time-variant (inhomo-sR,‘or ng 1D, or 2D state space for reward process (V-A)
geneity) in a provided statistical machine. Therefore, rw indexes for stateg S (V-A)
adaptability problem is defined for time-varying user @“‘3 i”dexes forl € DC andk € fs (V-A)

- . . ) . span otal power consumption for a spanning time (V-A)
profiles, and a relevant solution is given by intro- 7 reward process attached to ongoifi§ (V-A)
duction of the entropy production rate. The entropy Vv total received reward, i.e. power consumption (V-A)
production rate is also used for the accuracy notifier % optimal policies in CMDP and POMDP (V-D)

. . pPe state transition matrix under actions (V-D)
in context inference problem. I identity matrix (V-D)

o The analytical modeling of the accelerometer sensor belief vector (V-E)
is provided, and integrated into sensor management__ %’ rewards according to actions (V-E)
system. The system aims at utilizing a mixture pair
of duty cycling and adaptive sampling regulated by
three intuitive and two sub-optimal sampling policies .
in order to prolong mobile device battery lifetime.

« Missing observations occurred due to the power saving The pervasive mobile computing, which captures and
strategies are estimated under the regulation of inh@¢aluates sensory contextual information in order to infer
mogeneous semi-Markovian process. user relevant actions/activities/behaviors, has beenrbec

« A feedback control mechanism is integrated betwedRd @ well established research domain, especially within
context inference module and sensor management sg realm of Human Activity Recognition (HAR) and
tem in order to ensure that a fine balance is obtainékfation-based services. Most studies rely on recognition
for the tradeoff. of user activities (especially posture detection) and defin

« A smartphone application is implemented to shoWen of common user behaviors by proposing and imple-
the effectiveness of proposed entropy production raf@enting numerous context inferring systems. In adqun,
analysis on accuracy notification, and the extension gisearchers have been aware of the need for computational
battery lifetime under proposed sensor managemdi@wer while trying to infer sensory context accurately
system. enough. However, most works provide some partial answers

to the tradeoff between context accuracy and battery power

The rest of the paper is organized as follows: Sectig®nsumption. It is hard to say that power saving considera-

Il gives a relevant prior research. Section Il provideions have been significantly taken at the low-level physica
the purpose and intention of proposed framework desigsensory operations. Especially, there is not a genericefram
Section IV explains the context inference module congistinvork that intends to applhadaptively changinglynamic

of analysis of sensory data, and creation of a statistical mgensor management strategies, which employs varying duty
chine to represent true user activities and behaviorsid®ectcycles and sampling periods during a sensory operation like
V includes the analytical model of sensor utilization, anthis paper intends to propose.

power saving solutions to balance the tradeoff. Section VI From the stand point of a creation of framework design in
is reserved for performance analysis. Finally, Sectioni¥Il context-aware applications, it would be notable to mention
for conclusion and future work. In addition, the summarthe following studies. “EEMSS” in [6], “Jigsaw” in [7],

of important notations used throughout the paper is listé8ensay” in [8] and “SeeMon” in [9] use hierarchical sensor
in Table I. management strategy by powering a minimum number of
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sensors and applying fixed sensor duty cycles so that tieterogeneous context to create different abstract estiti
proposed framework could recognize user states througlien, none of current frameworks succeeds to have a
smartphone sensors while improving device battery liféull transparency, which eliminates a direct involvemeht o
times. Unfortunately, sensors have fixed duty cycles, aagplications into context modeling process, by imposing
also they are not adjustable to respond differently to wérialess computational workload on resource-limited mobile de
user behaviors. In addition, energy consumption is reduceides. In this direction, gathering diverse and asynchusno
by shutting down unnecessary sensors at any particuliaformation, and presenting it to the application would
time. On the other hand, classification of sensory datahe the future work in context-aware framework research,
based on pre-defined test classification algorithms. Apavhich this paper intends to enlighten. By this means, this
from these studies, many other works have emphasizeaper could help the exciting vision of “Internet-of-Thaig

to use deterministic sampling period schemes [10], afiti3] while creating a knowledge network which capable
to maximize power efficiency by solely applying les®f making autonomous logical decision to actuate environ-
complexity in computations or by changing transferringnental objects and also to assist individuals, especialdy i
methods of inferred contextual data packets [9]. The othersource-constrained smart device. In addition, thisarese
popular method is to fuse multiple sensory information toould give a solution to effective manage fusion of data
decide future employment of a specific sensor, especiafjgthered from multiple sensor applications.

in Iogalization applications [11], [12]. o _ Tothis end, this paper proposes an inhomogeneous (time-
This paper differs from other studies in the following,qariant) Hidden Markov Model (HMM) based framework in
ways. First, this paper consider physical world as inh@yder to represent HAR based user states by defining them
mogeneous. Therefore, the inhomogeneity is characterized o outcome of either recognition or estimation model.
by time-variant system parameters. Second, adaptabiliystatistical tool-based classification, mostly using Hidd
F:hallenge in response to variant and rapid user aCt'V'ﬂesl\Markov Models (HMMs) [14], [15] or using AutoRegres-
mte_grate@ as yvell using the convergence of.entropy ratedie (AR) [16] models, is one of the foremost methods to
conjunction with the inhomogeneity. Accordingly, entropynfer context obtained via wearable or built-in smart devic
rate is used to make an assumption on accurate Workigighsors in HAR based applications. However, these stud-
of system parameters regulated by an ongoing stochaslig mostly allow predefined angser-manipulatedsystem
process. Third, power saving considerations are takereat ghrameter settings, such as arbitrary formation of context
low-level sensory operations. Fourth and most importanthy,nsition matrix in HMMs, or building filtering coefficiest
a machine learning structure regulates sensor managemgniRs, which is not suitable for online processing due
by estimating the trend of user preferences, and OpPP@§-increasing computational workload while enlarging the
tunistically finding out stable moments in user activityyata size. Therefore, a statistical model is added into our
Thereby, sensor management could apply optimal Sensﬁ}%)roach to trackme-variantuser activity profiles in order
policies, and change sensor sampling settings to respgdyredict the best likely user state that fits into instant
the defined tradeoffs in context-aware application sesvicgser pehavior. The inhomogeneity is characterized by time-
Finally, missing contextual inferences are estimated avhij, 5 iant system parameters, and the user profile adapyabilit

energy saving strategies are being applied. challenge is modeled using the convergence of entropy
rate. Accordingly, an implemented smartphone application
I1l. PROPOSEDFRAMEWORK is provided to demonstrate how entropy rate converges

. in response to distinctive time-variant user profiles under
Context aware sensing systems have been put forwardjigierent sensory sampling operations. The proposed frame

provide a required model for recognition of daily occurring, oy js designed to be based on a statistical machine to
human activities via observations acquired by various segyiain 4 better realization in context-awareness in order t
sors built in mobile devices. These activities are inferre(glreate adaptability to time-variant user preferences @nd b
as outcomes of a wide range of sensor applications utilizgd,jors, estimate missing context inferences in presefice o
in such areas of environmental surveillance, assistinig-tegy o sensory operations, and also preserve the functignali

nologies for medical diagnosis/treatments, and creatfon Rgainst aperiodically received sensory observations.
smart spaces for individual behavior model. Key challenges

that are faced in this concept is to infer relevant activity MOSt importantly, which is the key of this study, a

in such a system that takes raw sensor readings initialj2chin€ learning structure regulates sensor management
and processes them until obtaining a semantic outcofgPortunistically to figure optimal sensing policies, and
under some constrictions. These constrictions mostly st&A2nNge sensor sampling settings such as varying sensory
from difficulty of shaping exact topological structure ang@MPpling and duty cycling so as to power efficiency could
from modeling uncertainties in the observed data due g @chieved while satisfying the accuracy of context-aware

saving energy wasted while physical sensor operatiofigPlication services.

and processing of data are being undergone. Finally, thereThe following two sections give further information

is not a common framework system which covers adlbout two inter-operated core modules that our proposed
types of application settings, provides an adaptation tdwaramework has: context inference module and sensor man-
changing context, and acquires a collection of asynchrencagement system.

0018-9545 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.


https://www.researchgate.net/publication/221234555_SeeMon_Scalable_and_energy-efficient_context_monitoring_framework_for_sensor-rich_mobile_environments?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/4368182_Activity_Recognition_from_Acceleration_Data_Using_AR_Model_Representation_and_SVM?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/224500515_EnLoc_Energy-Efficient_Localization_for_Mobile_Phones?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/222571757_The_Internet_of_Things_A_Survey?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/222571757_The_Internet_of_Things_A_Survey?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/49777854_Human_Activity_Recognition_and_Pattern_Discovery?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/221164364_Less_is_more_Energy-efficient_Mobile_Sensing_with_SenseLess?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==
https://www.researchgate.net/publication/220815281_Optimal_Nonmyopic_Value_of_Information_in_Graphical_Models_-_Efficient_Algorithms_and_Theoretical_Limits?el=1_x_8&enrichId=rgreq-3d6bbdef-b9c0-4863-a858-83852a517eef&enrichSource=Y292ZXJQYWdlOzI3MjUwNjk3NjtBUzoxOTkwMTQxMzQ4ODIzMDZAMTQyNDQ2MDA3NTI2OQ==

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation infor|
10.1109/TVT.2014.2364619, IEEE Transactions on Vehicular Technology

t=1 t=2 5= (t=3) t=a t

Observations

] N 5
Classification
Processing o, /\04« £,
Oo=Tlp —» s=1 $= s=

State State
Recogntion Estimation

Statistical Machine |

%

&

J——
a,

s Fij t
Sy + \ \ ,
o T T T
Transition
X x, Ty Sojourn Time X Time

A To A

Samplings[fs/n]

v

/" Observation Analysis

CONTEXT INFERENCE MODULE

Sensor Actions l Accuracy Notifiers
Duty Cycle

- SENSOR MANAGEMENT SYSTEM: 3 Intuitive Solutions + CMIDP + POMDP )

\_ Freduency THE PROPOSED FRAMEWORK
Fig. 1: The operational process flow of the proposed coraesre framework: the framework consists of two main modukdsch are

context inference module and sensor management systemcaBasontext inference module acquires sensory dataaets context,

infers user states, and delivers recognition accuracisstatto sensor management system. Then, sensory operatio adjusted by
sensor management system to achieve a fine balance in pongrnaption and recognition accuracy.

IV. CONTEXT INFERENCEMODULE running HAR based context-aware application. Thereby,
the convergence of entropy rai considered asutput of

The proposed context inference module consists of twiee module, which will be used by the sensor management
main blocks as shown in Fig. 1, which are sensory dasystem introduced in Section V.
acquisition and analysis, and a statistical machine. TheThe following sub-sections include the explanations of
first block receivesraw sensory readingsgi.e., extracted main blocks in context inference module. The desirable
user contexts through mobile device based sensors) statistical machine is put forward firstly since some system
inputs These readings undergo a series of signal processpayameters declared in this block will be used during the
operations, and eventually end up with a classification ahtroduction of the subsequent sensory data acquisition an
gorithm in order to provide desirable inferences about usanalysis block.
relevant information for context-aware applications. @&lot
that the selection of classification algorithm in the infere ) ) )
process could differ due to the interested context obtainfd INhomogeneous Hidden Semi-Markov Model: A Statis-
through a target sensor. The probabilistic outcomes of tfgal Machine
classification algorithms source the inputs of the secondClassification algorithms produce observations (i.e.,
block. visible state$, ¥;, of DT-IHS-MM. Amongst given obser-

The second block choses a Discrete Time Inhomuwations, the one that has highest probability will make a
geneous Hidden Semi-Markov Model (DT-IHS-MM) agmost likely differentiation in the selection of instant use
the desired statistical machine. Hidden Markov Modelehavior. This observation is marked as instant observa-
(HMMs) have been used to infer mobile device basdibn, ¥, which also indicates the most recent element of
human-centric sensory context in HAR based applicatiopgservation sequencd;, of DT-IHS-MM. On the other
[17]. However, our approach intends to expand the propand, user statesitting, standing walking and running,
erties of statistical machine so as to obtain a better reake defined akidden states S, of DT-IHS-MM since they
ization in context-awareness. First, the concept of Marka@re not directly observable but only reachable over visible
Renewal Process is adopted to describe the functionalitiates. Therefore, each observation has cross probeiliti
of user behavior modeling. Second, the inhomogeneity i point a user state. These cross probabilities build an
introduced to characterize time-variant user behaviors gbservation emission matrixg, which basically defines
that the module could adapt itself to dynamically changindgecision probabilities to pick any user states from avéglab
user behaviors. Third, the semi-markovian feature is addebservations.
to specify aperiodically received discrete time obseorati  In addition, the transition probabilities among user state
through sensory readings. Fourth, the estimation theorynsght not be stationary since a general user behavior
included in case of missing sensory inputs. Finally, thehanges intime. Thus, it is expected from a user state either
entropy rate analysis is integrated to track the accuraty transit into another user state or to remain in the same
of context inferences because there is not an absolutgh a different probability. These occurrences build agim
solution to actually calculate the accuracy of a real-timeriant user state transition matrix,
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1) Basic Definitions and Inhomogeneityzet an inho- In addition, with the help of (1) and (2), the probability
mogeneous Markov process exist @s= {£(t), ¢ > 0} of the process leaving the user statalso called sojourn
with a user state space &f = {1,2,..,M}, and let times distributions in a given user state, from timéo ¢
Q(t) = gi;(t) where{s, j} € S andt > 0 be a transition is introduced by

density matrix ofé. If @ satisfies both) < ¢;;(¢) < oo Hi(s,8) = Pr(Ty <t | Su1 = i,Tp 1 = 5)

and gi(t) = —qu(t) = > iz ai;(t), then @ is called h
a conservative inhomogeneous transition density matrix 3)
function onsS. = pi(s)Fij(s,t) = > _ Qij(s,1).

J j#i

¢i; (t) represents jump or transition rates from user state
i to user statej at time¢. Wheneveri = j, it means If F(s,t) = F(t — s), s < t, then the kernel) only
that current user state remains unchanged, or i.e., a dumd@pends ont — s, which it yields to haveQ(t — s) =
transition occurs. pF(t — s) being called an inhomogeneous semi-Markov
Moreover, suppose that a user state transition probabilgyocess. The semi-Markov process [20], [21] indicates that
matrix P(s,t) = {pi;(s,t) = Pr(S(t) = j | S(s) =4)} the sojourn time belonging to each state might have a
wheret > s > 0 together withQ satisfies both forward random distributiond; (¢)*, which can depend on the next
and backward Kolmogorov’s equations [18], which assumsser state to be visited. Thereby, this gives the probwbilit
to havelim, | dp;;(s,t)/0t = ¢;;(s), then S becomes an of a user state transition being occurred at time
inhomogeneous Markov chaiwith the transition density
Qij(s,ﬁ) = O7 t S S
{Qij(s,t) - Qij(s,t - 1), t > s.

n . . . .
Also, for each waiting time, a user state is occupied.
state might remain the same in succession of tige-£ 0). Therefore, transition probabilities are defined with (3) an

Furthermore, let an initial user statgt) = {m;(t) = (4) by
Pr(S(t) = i)} satisfy the Fokker-Planck equation [18]: p;;(s,t) = Pr(S; = j | Ss =14) = 6;;(1 — Hi(s,t)) +
dr(t)/dt = 7(t)Q(t). t 4 ,

2) The Working Processiet ¢ = {¢,, n € N} be 2ement 2ur= bim (8 7)Pmi (7 ), ®)
redefined as an inhomogeneous irreducible discrete Markahere ¢;; represents the Kronecker symbol. The first el-
process with a user state spacefThe process evolvesement of right-hand side, wheré;(t) = 1 if i = j,
from Sy as initial user state and stays in there for a nomotifies the probability of residing in user statat time¢
negative length of timeX; until goes into another userwithout any change in context since tineand, the second
state S;. Then, it stays in the new user state faf, represents the probability of a user state transition from
before entering intaS,, and so on. As indicated in [19], state: in some way to user stafg and staying in this new
this process is a two-dimensional or bivariate stochastiser state at time.
process in discrete time called positité — X) process: t
(S=X) = ((Sn, Xn),n > 0) with initial of Xo = 0 where  a;(s,t) = > > {ai(s,t —t)pij(s,t —t')d; (1)

X, is called the successive sojourn times. t'=s i

X, is the time spent in staté,,_; that defines inter- t'
arrival times. There is also another time variafilg in- H 0j (Vv = 2)|, (6)
troduced for the definition of system properties at which =1
state transitions occur. This random time sequence isccalle 3) User State Representation Engindser state repre-

renewal sequence, and it is given BY, = T, —T,_1, sentation engine infers an instant user behavior in light

of Q. The chain can revisit a user state at different system y,_ ., 1) —
times, and also not every user state needs to be visited.

Hence, there is no requirement that user state transitio
probabilities must be symmetrigpy; # p;;) or a specific

4)

n > 1 with the initial statuses of Xo, 7o} = {0, 0}. of prior knowledge of a human behavior pattern and the
The Markov renewal process is now redefined der  availability of sensory observation at a decision time. If
T) = ((Sn,Tn),n = 0) by sensory observation exists, the applied process is called

) ) recognition method; otherwise, estimation method. In othe
Qij(5,) = Pr(Sn1 = J, Topr <t | Sp =4, Tn = S),l words, estimation method is applied due to missing obser-
. . (1) vations when power efficiency is taken into consideration
whereT;, represents n-th renewal time at which a user stal¢ . . |ow-level sensory operations

transition occurs. . . . Let ¥, denote an observation at timewhich is associ-
The probability of waiting time, also called condltlonalated with user stat,, and leto;(d;) be the probability

distributions of sojourn times, for each user statie the observingd; from given S, = i. Thus, o;(¥%) =

presence of (1) and information about the successive%t 0:(¥,/) represents a sequence of emitted ob;ervations

. . tI:xS
followed user state is given by from time s to ¢, s < t. In addition, note that since the

. : rocess flows in a discrete time and follows the first order
Fij(sat) = Pr(Tn <t | Sn—l = Z7Sn = ];Tn—l = S) P
_ Qij(s,1)/pi;(s), pij =0, ) 1The proposed solutions in Section V regulate sampling efioués in
1, Pij = 0. sensory operations, and change the defined time distriibaiicordingly.
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Markovian feature, a current user stafe depends solely is based on the estimation method not on the recognition
on the most recent user state ;. method.
The inference of a hidden user stgtat timet given the The predicted probabilities are found by

L:;i;t known hidden user stateat times, s < t is presented P, (s,1) — Pr(S, = | S, = iﬂ9§_1779t)
_ o _ . t—1
Pr(S; = j | 8. = i,07), ) = PriSe=jdi= =[5 =607
:Zj]:i(satf]-)pij(svtf]-)' )

wherer = ¢t — s. (7) is termed agredicted P, filtered
F, and smoothedsS, probabilities of S;, depending on
observation sequence d8f 1, ¥ or ¥ respectively where
T>t.

The recognition method uses filtered probabilitiesSef P, .(s,t) = Z]—}-(s,t — D)pij(s,t —1)o; (¥ = z). (10)
where it is derived from (7) as itF;(s,t) = Pr(S, = j
j | Ss = i,9) in presence of sufficient number ofrnen the most likely observation is selected according

available observations. The probability of an instant Usgf assigning each possible observation as a final node to
state recognition is found by the forward algorithm [17]ypservation sequence while calculating (10) by
which is proposed to find the most likely one-step ahead

Alternatively, (9) can be found by assigning the most
likely visionary observation instead by accepting there is
a missing observation:

user state in a hidden chain. The forward algorithm relies on 0y = argmax »_P;.(s,1). (11)
updating a probability weight inductively, which decides i J
the probability of current occurrence of a user sta#fg,  Finally, instant user state estimation is found using (10)

generated from the one-step-previous occurrerfée;. together with (11) by

However, this method works well for traditional HMMs not .

for Semi-Markovian featured models due to the random St = alr;éE&X[PJ%z(s’t)]-

sojourn time distribution between two consecutive user ) == o - ) ]

states in the hidden chain. In this manner, an extend&fen. instant user state recognition is specified using(8) i

forward algorithm has been proposed in [22], [23] by (6525 Where observations are available by

with the condition ofw; (s, t) = m; if ¢t <O0. Sy = argmax|[F; (s, t)]. (13)
Since the recognition process of user states evolves in 1<j<M

real time, the forward algorithm assigns a proper user stateq) Time-Variant User State Transition MatriZhe most

to specify current user activity in case where a new obsefportant feature of context-aware applications is beimg ¢

vation is made. On the other hand, to make sure that Uggible of adapting themselves to distinctive user behaviors

state recognitions are made true, the backward algorith@ser relevant context differs in time and the corresponding

whose corresponding weight is denoted/yis employed yser state also does. For instance, one user might remain

[17]. By this algorithm, the accuracy of previous usefhe same user state for a long time; whereas others might

state recognitions is validated, i.esmoothing However, pe more active by changing their user states frequently.

applying this algorithm seems redundant as it consumeRerefore, it cannot be expected from user state transition

additional computational power on the mobile device battematrix to remain stationary under such conditions.

ies. The context-aware applications run in real-time,gbgr | pefault Settings User state transitions can be repre-

there is no value of discovering what happened in the past ¢onted as simple random walk on a graph [24]. On

again. Hgnce, the backward component can be neglected, ;g graph, a verticey, represents a user state, and a

and the filtered probability becomes edge represents a user state transition. Thabyays
Fi(s,1) = (s, 6)B; (s, 1) = ay(s,8), t=1 =T. (8) starts evolving by a default transition matrix, which is

(12)

default __ 1 Vs~ U (14)
Note that computational complexity while calculating i Cd(v)” J
system parameters causes a crucial underflow problem.
When time goes by during evolution &f «;(0,t) L0
starts to head to zero at a exponential rate sincéncludes
elements being lower than 1. Therefoi€;(s,t) needs to

whered(v;) is the number of vertices; adjacent to

v;. For example, if dg;) is 0, pe/® ! = 1.

be scaled [17] by a factor df[;,_, 3=, F; (s, t). i (5,70, 7) “PE 6,5(1 — H (5,70, 7)) +

In addition to using the filtered probabilities to recognize T
user states, the predicted probabilities are used to dstima Z Z b (8,70, V)P (s + v, 7 —v).  (15)
user state in case of no observation received. When power meM v=To

saving methods are taken into consideration as studied ine Update: A random variableV(t) > n—1 <« T, < tis
Section IV-B, there will be some time intervals during  represented as the total number of jumps or transitions
sensory operations in which no sensor readings are ob- of the(S—T) process during (s=0,t]. Therefor®(¢)
tained. As a result, the framework cannot receive a relevant is also called the discrete-time counting process of the
observation. In that case, the inference of instant usé sta  number of jumps. Jumps or transitions may include
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any transition towards user state itself (i.e., virtudbr two and four user states are constructed by adopted

transitions). algorithm as:
By having the counting process, counting parameters can prob. of sitting
be calculated wheré < 7 < t as follows: [ prob. of sitting prob. of standin 1
o The number of visits to user state during (0, ¢]: 0jz = prob. of standing’ | prob. of walking (19)

Ni(t) = S0 15,2 prob. of running

« The number of transitions from user statdo user

. i . N(t)
statej during (0, ¢]: Nij(t) = >,21 1{s,_,=i.s,=j}  B. The Output of the Context Inference Framework
« The number of transitions from user statdo user

statej during (0,¢] with the sojourn timey, in state Supposingr;(0) > 0 wherevi € 5, the Markov process

it Nij(1,1) = ZN £ o &, evolves in bidirectional way over the distributions of
A n=1 “{Sn-1=0,8,=j, Xn=r} Py and P whereVn € ZT and Vi € N, and
The empirical estimations of the user state transitiqfe”\ser state transition matrix also obeys a condition of
matrix, p;;, the conditional distributions of sojourn tlmesp__ > 04 py; > 0, then,, satisfies
fi;» and the discrete-time semi-Markov kerngl,, are " o "
given in [25] by i TSP (5,0 (20)

Ai: t :NL'/ t NL' t s Jij T,f, :Ni»‘ T,t NL‘»‘ t s

]3.{((7) £ = ]JV( ‘)(/T t)(/J)V?ZtJ)( ) (. D)/ (1) (16)  which indicates that the inhomogeneous Markov process
Gig\T>b) = NigATs B has instantaneous reversibility at timeand hence it yields
Given empirical estimations in (16) approach nong haver(s)Q(s) = 0.

parametric maximum likelihood estimations with having Having the reversibility feature defined by (20), the

good asymptotic properties if they maximize the likelihoothstantaneous entropy productief of £ at timen is given

ths 7;(8)pji(s, 1)

function of by

N(t) B(1) . - 1 non _nonyyo TP

L(t) = Hlpijfij (Xn)(1— Z Z_: qi; (7). a7y e = H(Pr,nt1], Pingnt)) = 51’;5 [mi'piy — 7} pji] log e

n= j T=n ) (21)
whereB(t) =t — Xy ;) is called age process showing thevhere H(Py, 1], Pn.nt1)) is the relative entropy of
sojourn time in the last visited statgy ;). distribution of (£,,&n41), Pinns1), With respect to the

With the evaluation of (17), the corresponding transitiodistribution of (&,,+1, &), PEn 1]

density kernel turns into By using (21), Fig. 2 shows tLe convergence of entropy

, - _ 0. rate under some sensory operation parameters, such as a
wdate (5 7) — Qigls, TO)7 (18) fixed duty cycle DC= 1 along with variant sampling fre-
Qig(s,70) quenciesfs = {100, 50,25,12.5} Hz. Aggressive sampling
where T, is the elapsed time since the first entrance int@ethod, which take$00 Hz asf,, draws an actual track of
user state. the entropy rate. Circles over blue line indicate a differen
Finally, beginning from the default status in (14), thgy yser behavior. Since user states, such as sitting and
evolving inhomogeneous state transition probability &) %tanding, are recognized in this application example, the
updated by (18) together with (3) and (4) as in (15).  frequentness of transition from one user state to another
5) Observation Emission MatrixThe least power con- cannot be observed much due to nature of human being,
suming sensor on today’s smartphones is the acceleromeigy requires high energy effort by users throughout agplic

[11]. Therefore, the accelerometer sensor is consideredigh running time. Therefore, user state transition magric
be used in the implementation of HAR based applications. 0.9 0.1] [0.85 0.15

Blackberry RIM Storm Il 9550 smartphone is chosen targ@f’er time are desired as; = 0.1 09|"]01 09}
device. Storm Il consists of 3-axis accelerometer nangj,g 0_2} [(),75 0,25} [0.6 0_4} 0.5 o,j

Qz‘j(é’ﬁo, T)

ADXL346 from Analog Devices [26]. While any applica- |0.1 0.9 0.1 0.9 0.1 09|’ 10.1 0.9
tion is running, the target smartphone is only connected to aAccording to the results obtained by a HAR based
3G network, and background operations are kept minimalmartphone application, the entropy rate converges late
For performance evaluations, firstly, two user stateshile samplings are collected at less th&0 Hz. This
consisting, which aresitting and standing and then four indicates the reason why accuracy ratio decreases as well.
user states consisting, which asitting, standing walking In addition, the entropy rate cannot sometimes converge
and running, statistical machines are considered for thimto any point and stops, where the plot lines belonging
framework. However, more complex models can be appli¢d f; = {12.5,25,50} Hz. When the frequentness of user
as well by using similar system approach. In our previowstate transitions increases, sampling frequency may not be
work [27], an unsupervised classification method to detefeist enough to capture the activeness of an user profile.
user centric postural actions, such as sitting, standiatk-w Therefore, the system cannot find any proper user state
ing and running, by smartphones is studied. By adoptigansition matrix to define instant user activity profile.
these works into our current study, recognition between After all these assessments on the characteristic of en-
user states is made. Then, the observation emission matropy rate analysis with respect to a changing user activity
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4.5

100 Hz - 100% = 9.75 hrs
—— 50 Hz - 100% = 12 hrs

25 Hz - 100% =24 hrs
———12.5Hz - 100% = 26.75 hrs
100 Hz - 50% = 33.25 hrs
50 Hz - 50% = 35.75 hrs
25Hz - 50% =72 hrs

12.5 Hz - 50% = 126 hrs
on Idle = 132 hrs

Entropy Rate
Battery Status (%)

—— 100 Hz
-===50Hz

0 1‘0 2‘0 3‘0 4‘0 5‘0 6‘0 7‘0 8‘0 920 100 4‘0 6‘0 8‘0 1[‘)0 12‘0 140
Time (mins) Battery Lifetime (Hours)

Fig. 2: Entropy rate analysis: convergence of entropy prtdo

rate might differ depending on how accurate the contexténfee

is made under different sampling frequencies.

Fig. 3: Battery lifetime analysis: total lifetime for batyedepletion
differs due to variant sensory operation methods within the
smartphone accelerometer. Experiment values are takeveat e
20-min time intervals.

profile, lete,(s,t) denote a sequence of entropy rates from

(21) in time range ok up tot. Also, assume that a simple o

threshold is defined by., = [, — o, , tte, +0.,] where A. Sensor Utllization

fte, ando., are mean and standard deviationgfs,?)  The smartphone accelerometer sensor is utilized in order
respectively. Thereby, the first output delivered to theseen o examine the power efficiency achieved under different
management system by the statistical machine as shownsifinpling and duty cycling strategies. Assume that a set of
Fig. 1 is named as accuracy notifier, which is defined byhc and a set off, are given by{1,0.75,0.5} and {100,

1 t 50, 25, 12.5 Hz respectively. Also, let a state space lie
o(s,t) = —— Z Lienee.,)- (22) over two sub-spaces, which are sets of DC gpdas in
(t=s+1) = S® = {DC x f,}. Thus, the state space is defined as in
Moreover, 7; denotes a return time, i.e., elapsed total . B2 B2 R =
sojourn time, to user stateentering ats, as: r =Sk = {S{l,woblvS{l,so}azv R 5{0‘5,12,5}(42\%}7
S { min{n =t—s,n>1,5 =i|S =i}, o3 whereS® — SF:{(DC=1 f, =k} —r VI € DC,
" 00,8y # 4, t =1, Vk € fs andW = length(DC) x length(f).

represents the amount of time until the process returns toThe state spacé”, or S, is considered to represent

the same user staiggiven the fact that it started from userdifferent sensory operation methods supported by the ac-

statei. Note that it may never return back to the same stag€lerometer sensor in a sensor management system.

i. To be able to see the effect 67 on the battery deple-
By considering that a time variable, ;s is assigned tion, an application is implemented on the target device.

during application run to indicate a sufficient time intdrvalhe application runs from a point where the smartphone

in which user staté would not change, the second outpubattery is fully-loaded until it totally depletes. Only one

is defined then using (22) and (23) by constant pair of sampling frequency and duty cycle, i.e. a
state inS%, is applied as sensory operation parameters to
Lo o(s,t) 2 ¢, 7ii > Lsug s, the accelerometer at each application run. A total time for
a(t) =92, &(s,t) > ¢, 7ii < teusy, (24) sensory operation cycle, denotedthyis taken as 1 second.
3, o(s,t) < ¢, For instance, wher¢, = 100 Hz, DC = 100% andt. = 1

, second are taken, the total number of samplings per second
whereg € [0.5,1] anda(t) denotes the actions for sensory ..omes 100.

management introduced in Section V-B. The application results are shown in Fig. 3. Note that the

Blackberry Java 7.1. SDK only reveals remaining battery
V. SENSORMANAGEMENT SYSTEM status. According to results, more aggressive sampling
In this section, the effect of variant sensory load profilesethodology is applied, faster the battery depletes. In
on the depletion of mobile device battery is studied. Theaddition, the lower value of DC makes the battery recover
these battery discharge profiles are examined within tieffect more significant, and thus it prolongs the battery
concept of Markov Reward process. In addition, there aliéetimes. However, the battery non-linearities [28] awat n
five novel solutions provided in this section for balancinintended to study in this paper.
the tradeoff existing between accuracy in the user stateAfter the application results shown in Fig. 3 together with
recognitions and power consumption required by the recd@6] and our previous work [29], the sampling frequency
nition process. and duty cycle dependent power consumption model in the
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TABLE II: The power consumption ratio in sensor drain perleac _ . At ;
operation cyclet. = 2s, and comparisons are applied based oﬁ" Trade-off Analysis: The Description of Action Set

(50%, 12.5 Hz)
[ (OCin %, fs at Hz) | Ratio

There are five different solutions proposed in order to
respond the defined trade-off between sensing accuracy and

(15%0'110000) g-gg power consumption. The proposed solutions aim at reduc-
Elob, 503 285 ing power consumption by intervening sensory operations.
(50, 50) 1.80 Therefore, the context inference framework always receive
((15000'2255)) i;i the manipulated sensory samplings, then tries to recognize
(100, 12.5) 1.26 user states accurately according to (12) and (13). After the
(50, 12.5) 1 recognition process is done, it releaseg) as in (24),

which defines actions to be taken on sensory operations.
These actions force the proposed solutions to adjust a pair

accelerometer sensor operations can be defined as in 0f duty cycle or sampling frequency dynamically while
sensory sampling operations are actively operated. As a

Ouw12.5Hz = W * Qsgmpte + (Winaz — W) * Qidie, result, a feedback system is integrated into a cyber-palysic
(DC)t. (1 —DQO)t, (26) sensor management system that balances the increase in
O, = wi/fs Ou12.5Hz + 71/]‘3 idles power efficiency with the decrease in user state recognition
max max max

accuracy.

wherew = {1,2,4,8}, and Qgqmpre and Q;q. are de- Actions are defined as commands, 2,3} for sensor
fined as power consumption occurred during the operatiomainagement, which are ttecreasepreserveandincrease
where sensor makes samplings or runs idle respectivglpwer consumption respectively. If the entropy rate is
andt. is a time span through a power cycle. not stable, which means user profile changes frequently,
By using (26) and the application results obtained fdhereby corresponding entropy rate does not converge a
Fig. 3, Table 1l shows power consumption ratio of eacspecific value. Action #3 needs to be taken in this case
sensory operation methods by the accelerometer, where tidncrease the power consumption in sensory operations
least aggressive sampling methdd(’ = 50% and f, = by making more aggressive samplings. In contrast, if the
12.5 Hz, is taken as normalizing factor. entropy rate converges and hangs in a specific margin, then
To this end, assume that a semi-Markov chain represeffgion #2 preserves the same set-up for applied sensory
the evolution of changing sensory operation methatfs, operations. More significantly, if the same user profile
for a desired sensor management system. The chain condig& been observed at least for a sufficient titgy,
of a finite state spac8”® = {1, ..., W}, the state transition then action #1 is taken to reduce power consumption by
density matrix¢® € QF, and the state transition matrixestimating that user profile is expected to stay on hold.
pft € PR whereQf, P ¢ RW*W, In addition, a reward
structure can be attached to this on-going chain, and it
can be thought as a random variable associated with the . .
: . .. Intuitive Solutions
state occupancies and transitions. Moreover, assume that
the reward, denoted by, is seen as power consumption |,uitive solutions either reduce power consumption by
per “rl‘?'t_t'me while a mobile device battery is dischargingjecreasing DC or/angl, or improve accuracy in user state
and S* is redefined as the battery discharge proﬂles/stat@gcogmtion by increasing them. Relevant adjustments are

Thereby, the total reward, i.e., total power consumptiofgjated by action set af(t). There are three different
depends on the total visiting time in a stateherer ¢ S*. intuitive solutions are proposed as follows:

Then, it can be said that the rewayd belonging to state 1) Method | (MI): This method tries to change DC in

r is proportional to the corresponding power consumption . .
defined by (26). tne first place rather than to changie Let the pairs of DC

. . . nd f, lie over a spaces™™, which is defined in a matrix
Finally, the general evolution of a semi-Markov rewartif /s pace

rocess to describe power consumption caused by sensor DC, fa} = {l,k}, wherel € DC andk € . Method
P . . P b d by 3 oposes how to wander over the defined space according
operations in the sensor management system is given b%/

0 actions by

Vw(s7f’) = V,(S,f,—l)—f- pﬁw(sﬂ" - 1)¢w(5;t)a (27) 2
w;[/ SRQ(lf]-ak)v a:1;17élmzn

_ SE(1L,k—1), a=1,1=lnin, k # kmin

where the left-hand sidé&/, represents the expected presert r? (k) = gR? U+1,k), a=3,1%#lna

( )

(

value of all received rewards from timeto ¢ given that B2

process enters into stateat time s. Whereas, the first S , Lk+1),  a=3,0=lna,k # kmas
element of right-hand side represents the aggregation of ST(1, k), otherwise

rewards earned both at previous time; and the second (28)

element is the reward obtained from either continuity in 2) Method Il (MIl): This method, in contrast to Method
the same state or transition to another state. I, makes the adjustments jfi in the first place. Then, the
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relevant state transitions ovét?” become Remark that the default settings are the maximum
SE(Lk—1), a=1k# kmn error rates, indeed.
e (l,f ) k), " 1’ L k"”_” . « Power Consumption, d(r,a): Power consumption ra-
o (k) RQ( ’ )’ - ; mens men tio is the reward process,.:
k) =¢S5V (,k+1), a=3,k%# knaa
SRz(lJrl,k), 0 =3,k = Eymans | # bnas d(r,a) =,, Vae€ A. (34)
SE (1, k), otherwise The policy aims to maximize the accuracy in user state

_ (29)  recognitions subjected to the power constraints. Theegfor
3) Method Il (MIll): In this method, state transitionsa CMDP distinguishes from a regular MDP in the added
are executed according to the ascending order of poWgfwer consumption function, which is related to the
consumption ratios shown in Table II. The definition of (25 onstraints, wherey € [1,Y].
is then re-characterized as /' = ascend(S™). Hence, ;. 4) is denoted in CMDP as the occupation measure
both DC andf could be changed simultaneously. by specifying the probability of a relevant state-actioir pa
SE(r—1), a=1,i% T'min inhthe decLsiobr_}_ prg_ces_z V\_/hich se_ltisfiebs given constraints,
SRoY = d SR+ 1), a=3.0 % roes (3p) Whose probability distribution is given by
R(,. i ©
St (r), otherwise fly,u,r,a) = ZPT:(StR =r,A.=a), (35)
In summary, intuitive solutions (28), (29) and (30) regu- t=1

- :
late p™, and hence affect the evolution of (27). where~ andu are defined any initial distribution and any

stationary policy respectively.
D. Constrained Markov Decision Process (CMDP) Having (31), (32), (33) and (34), the constrained opti-
Constrained Markov Decision Process (CMDP) is apnization problem is given by the following requirements:
plied into sensor management system by setting a Markov- )
optimal policy . This policy controls sensory sampling IH;HZZP(T" a)c(r, a)
operations by deciding which pair of DC anf] to be Tl
assigned in the sampling process, and it randomizes the Subjects t0:» ~> " p(r,a)(6. (r) — Pf,) =0, (36)

decisions over given actions. roa
The CMDP parameter set is provided as follows: > > p(ria) =1,p(r,a) >0,
« Decision Epochs O, are the outputs obtained from L
the context inference modul&tate Space S¥, and \yhere Vrow € SB, Ya € A, §,(r) = {1, r =
Action Space A, are given by (25) and (24) respec+,; 0, otherwisg.
tively. - 3 _ 3 Let u be the optimal policy that satisfies for alla:
« State Transition Probability, P2 : This probability
matrix defines transition probabilities among states wr(a) = p(r,a) . Vres, Vae A, (37)
{r — w} while actiona is taken. > p(ra)
1 a=1, w<r whenever the denominator is non-zero. Since the occupa-
ot . o tion measure is derived from,
pa _ 1, a=2, w=r (31)
T ) g, a=3, w>r pw) = y(w) + 3 p(w,a)PS,
0, otherwise T a(r)
Remark that all transitions that form a specific state = y(w) + Zp(r) Z plw.a) P,
are set an equal probability according to the rule of , a(r) pw) (38)
actions. Different transition probabilities could bring . i a
an unfair selection of state. =(w) + Z,:P(T) ZU“’(G)P’”“’
« Accuracy Cost, c(ra): The accuracy cost is the a(r)
retrieved error rate in user state recognitions while =y(W) + Y p(r)Pru(u),
the context inference framework is running, which is T
defined by¢ in (22). it is concluded thap equals toy(I — P(u))~" like defined
c(r,a) =1 — ¢ (32) in (36), and hence to (35), wheleis the identity matrix.

In addition, the following constraints are added into (36):
On the other hand, the default settings for the accuracy

cost is ruled by the rate of missing sampling points > _ > _ p(r,a)d(r,a) <V,, y=1,.,Y. (39)
under different system states wheféS = r)} — i oa
{(DC=1) x (fs =k)} andVa € A: whereV,(t) = (1£v)V,(t — 1) is given for the constraint
k according to which action is taken, suchfas=1: —v}
c(r, a)defaute = c({l,k},a) =1 —1+1 - (33 and{a=3:+v} where0 <v < 1, and{a =2: v = 0}.

max
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Finally, the constrained optimization problem is defined « Observation Emission Probability, Z¢: The obser-
from (36) and (39) agmin ¢ subjects tod? < V, }, whose vation is the accuracy ratio provided by the context
solution is described in [30], [31], and solved based on inference module (see Section IV-B).

linear programming as follows: Find the minimu@t < 1 " -
C(v, u) for u defined in (37)p € f(v,u) defined in (38), 70 (1) = L {¢( ), TEW g3
C(v,u) = C(p(w)) and eachD¥(y, u) = D¥(p(u)), where Z] |1 =0(), r#w,
the expected cost is expressed as in where 51}271 =r, SR =w Va€ A, |Z| = ¢@t)+
0 (W —1)(1 - ¢(t)), andx = 1 since there is only one
C(vy,u) = E:{ > (S =4 = a)} observation, which is the accuracy ratio.
t=1 » Reward Function, R%(t): The reward process (i.e.,
_ ZExC(StR A —a) power consumption),. is defined in Section V-A:
t=1 Ri(t) =, Vac€ A (44)

- ZZZPT(StR =1, A = a)c(r,a) (40) « Belief Vector, \(t): Since the internal state of the
=1 underlying POMDP is not directly observable, the

oo knowledge of the internal state could be provided by
=33 Pr(Sft =r, A = a)e(r,a) a belief vector\? () € A in presence of the history of
roap t=1 all past decisions and observations. The belief vector
— ZZf(%um a)e(r, a). gives the conditional probability of being in state

under actioru prior to any state transition.

The belief vector is updated whenever a new knowledge
comes in after incorporating the action and observation
DY(y,u) = u,r,a)dY (1, a). obtained at timet within the history set ofH(t) =

) Z;fw wra)d(r.a) (41) {a(7),0(7)}, 7 € [1,t]. The updated belief vector is

obtained using (43) by the Bayes rule:

78 3. P Ne(L)

T ar

In the similar way, for the constraints,

Under the policyu from (37) and derivation from (40)

and (41), the expected average accuracy and power conx® (¢ + 1) = T(\(¢) | a,0) = w - Wfa" ——.
sumption cost is then defined by Don L o PAT (t245)
B 1= ., . The goal defined by POMDP is to develop an opportunis-
E*[C] =~ > Even(iya), (42a) tic sensor sampling strategy which seeks for a favorable
n'=l1 trade-off balance between accuracy in sensing and energy

efficiency. Hence, a sensing poliey : A — A is defined
to map a belief vectoi,. to an actiona. The policyu* is
presented by a sequence of functign$ = [n1, 79, ..., 00| }
wheren’ andn are instant and total decision epoch timewherern; maps a belief vectok,.(¢) € A to an actiorz € A
respectively. at timet over infinite horizon of POMDP.
From the time at the current belief vectori§), a value
function V;(\(¢)) is denoted to represent the minimum
E. POMDP expected remaining reward which can be earned under
Partially Observable Markov Decision Process (POMDRhe assigned policies. This reward is obtained through
also decribes an optimal solution in order to respond tlimmediate and future rewards. The optimal policy strikes a
defined tradeoff. The parameter set by POMDP has soin&lance between earning immediate reward and obtaining
similarities like the one provided by CMDP. The sama lean toward future decisions on the system.
statesS*, actionsa, state transition®?? are used in this  The optimal strategy aims at minimizing the expected
model as well. A POMDP relies on an agent which takdstal reward, and it is defined together with (44) and (45)
some actiona € A, and hence makes the system movess in
from stater to a new statev. Due to the uncertainty in an
action, the state transition is modeled BY,,. In addition,
the agent makes an observatiog O to gather information ) o
for the decision on the new system state selection, thereby!1€NCe, the value function for total reward aggregation is
state-observation relationship is probabilistically reled 91ven With the help by (46) as in
by Z¢ .. In each observation epoch, the agent takes actiw@\(t)) =min E[R*(A(t)) + @Vie1 (T(A(t) | a, S2(1)))],
a in stater, then receives a rewarll(r, a). ¢ (47)
The POMDP parameter set is given as follows: where R*(\) = 3, A.R® and ¢ € [0,1] is a discount
« Decision EpochsO, State SpaceS*, Action Spacg factor.
A and State Transition Probability, P¢,, are given  Due to the impact of the current action on the future
the same like in Section V-D. rewards, an uncountable number of belief states lie over

E“[V] = %Z > EdY(i,a), (42b)

Yy n'=1

T
u=argminE, R | A1) (46)

t=1
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an infinite horizontal space. Therefore, specifying northan ¢, ¢, Sensor management system decreases power
stationarity of the optimal policy, or finding an optimalconsumption, which jeopardizes recognition accuracy of
strategy for POMDP is often computationally prohibitive.the activity pattern in return. The default sensory opersati

1) Myopic Strategy and Sufficient StatisticSince the parameters are set to the aggressive sampling method,
finding an optimal strategy is computationally restrictedyhich is equal to the pair 0f100%, 100 Hz for {DC, f,}.
it is crucial to exploit the available POMDP and develop The context inference module is set to recognize a user
suboptimal strategies in order to reduce the complexistate with a period of one second under the aggressive
Therefore, it is needed to show theposterior of distri- sampling method. The underlying Markovian chain in this
bution of the belief vector under sufficient statistics. Theodule has a finite horizon length of 60, which means a-
belief vector (45) is then updated based on the chosmrinute-long recent history of user states. Every one mjnute

action under the following sufficient statistics: system parameters are updated according to (15). Except

e T for the aggressive sampling method in sensory operations,

(A, Pry)™s o ={1,3}, r #w, the context inference module may not have a sensory

Ar(t+1) = < \i(t), a =2, r=uw, (48) observation at any time. For instance, in a case where the
0, otherwise pair of {50%, 50 HZ is selected for sensory operation

. : parameters, the decision period to recognize a user state
where sqperscrlpf de.notes. thg matnx transpoge. is extended to 4 seconds, which results in having 3 empty
_ In addition, a myopic policy is introduced to ignore theyeision points to estimate missing user state recogsition
impact of current action on the future rewards by solely the tradeoff analysis is carried out for each sensor
focusing on minimizing the |mmed|§te reward. Th_|s '?‘nanagement method by each participants. The tradeoff
due to the fact that power consumption caused by instalfytions by each method are averaged, and then shown
sensory operation settings does not rely on future di\x,ersih Fig. 4 for the analysis of power consumption ratio

in the sensory operation methods. Thereby, the myopigqqing to (27), (42b) and (47), and also in Fig. 5 for the
policy makesy = 0 in (47), and hence it turns (46) into: 43 1vsis of averaged recognition accuracy according th (22

SE — argmin E[R*(\%(t))], (42a) and (49). In addition, the tradeoff solutions by each
T (49) method in both figures are noted by the suffixes 'a’ and 'b’
subjects to  max(Zy, o—,(t)) > ¢, to demonstrate without/with some constraints added. The

R . suffix 'a’ indicates the actual sensor management methods
where S.* is the chosen optimal state, anddenotes the . i . g
minimum probability of given accuracy allowed by theW'thOUt any additional constraints. Hov_vever, the suffix 'b
process sets e_xtra ruleslon these methods. First, a 10% tglerance
' value is added into Method I, Il and Il to constrain the
recognition accuracy ratio, which help the prevention of
VI. PERFORMANCEEVALUATION drastic recognition errors. If this constraint is exceeded
A case study in HAR based application model is exansensory operation parameters are forced to set the default
ined in order to investigate the defined tradeoff by proposedttings, i.e, the aggressive sampling. Second, for CMDP,
sensor management system. The targeted smartphonéhése is another constraint set on the power consumption
placed fixed on user's hip area. A similar user activityatio to control the tendency of the decision process to take
profile is examined for each tradeoff analysis by fivan immoderate decrease in power consumption. According
different participants. They are 3 males and 2 females, this regulation, current sensory operation setting must
whose ages range from 18 to 30. Accordingly, the HARtay in +25% of the present power consumption level at
based user activity profile begins with a random activitgnost for the next setting. Finally, additional constraioi f
pattern of user statesitting andstandingfor a minute (used POMDP, the update process of belief vector is reconfigured
for calibration), then any of user statsiting, standing by adding the feature of;(t + 1) = 1 wherea = 2.
walking and running transits into the another one in the In light of the explanations above, the following discus-
end of the following sojourn times of5, 5, 10, 10, 30, sions can be made through both Fig. 4 and 5:
30, 60, 60, 100, 100, 300, 3PGeconds. This procedure « Recognition accuracy ratio decreases significantly dur-
is also performed three times (approx. 50 mins in total per ing the initial progress of context inference module
method by each individual) to see the effect of having a since the framework begins running with default set-
transition from longer waiting time to shorter waiting time tings. Therefore, the adaptation process toward a user
or vice versa. The initial one-minute long application time  activity profile by the framework is not adequate yet.
is used for adaptation process, which is reserved to set It is also because that users exhibit variant activity
required adjustments in the system parameters with respect profiles that make the adaptation process take different
to ongoing activity pattern. Note that system parameters time accordingly.
already have default settings defined by (14). From thise Both figures show ups and downs, i.e. zig-zag lines,
point, sensory operation parameters, which are duty cycle to prove the defined tradeoff. This is because sensor
and sampling frequency, are updated with a 10-second management system always seeks for an opportunity
period. In additiont, s is set to 20 seconds. Recall thatas  to save in power consumption. However, this also jeop-
long as a continuing settlement time in any state gets longer ardizes the accuracy problem. In contrast, accuracy
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' Wia consumption increases. It is because the system has
M2a ..
095 — been fully aware that the same user activity has been
os] —rii continuing for a longer waiting period. Moreover, it is
s S also giving a higher recognition accuracy comparing
====POMDPY to what it is currently available in presence of higher-

pace variant user activities.

The recognition accuracy ratio may show a slight
decrease if a state transition occurs after a long state
visiting time, or the number of estimations in user
state recognition increases after a slower sampling
policy is attained. It is because that the entropy rate
cannot converge into any stable point. In such cases,

Power Consumption Ratio
°
2
3
L]

<~

05} \ \ \ s oo \ the framework attempts to fix the accuracy ratio.

Time (mins)

« Amongst intuitive solutions, a comparison can be

Fig. 4 Averaged power consumption ratio in response to user made by MIIE-MI>MIl'in terms of the power con-
profile: the evolution of power consumption efficiency in com sumption ratio, and by MMIII >MIl in terms of
parison to the most aggressive sensory sampling methods is the recognition accuracy ratio. Results show that the
shown for each proposed sensory ope(r)atuon method in respons  sampling in slower frequencies consume higher power
to the analyzed user profile. Overall 40% enhancemen_t inpowe  ihon the sampling in lower duty cycles; however, it
consumption caused by the smartphone accelerometer evadhi . . o
shows the opposite assumption for the recognition

accuracy. It is because that sampling in slower fre-
quencies still obtains information about user activ-

Eg ity while the sampling in lower duty cycles cannot
—rr do. On the other hand, MIll has the highest power
. consumption since it switches sensor operation modes
i " modestly while achieving a fine accuracy in user state
] PR recognitions.
g e o MXb>MXa where X=I, Il, lll and CMDPb>CMDPa

are met in terms of the power consumption ratio due
to the aggressive sampling is forced to apply in case
where severe errors occur in user state recognitions.
« POMDPb makes a clear conclusion about the belief

5 ) vector rather than POMDPa does when a sufficient

e visiting time elapsed on a specific user state. Hence,
Fig. 5: Averaged recognition accuracy ratio in response s@er u the power consumption decreases since the conclusion
profile: having shown a drastic decrease initially due todéfault notifies the continuity of the same user state.

system parameters, the recognition accuracy ratio heathughy « MIll responds in a similar way what CMDP has while
while the context inference module gets better adaptatiorard

the analyzed user profiles, and ends up with an overall 10-15% trying to reach their optimal pOI'C',eS‘ .
decrease in accuracy ratio for user state recognitionskshanthe N general, our novel tradeoff solutions achieve overall
proposed framework. 40% enhancement in power consumption caused by the

physical sensor work with respect to overall 10-15% de-
crease in accuracy ratio for user state recognitions thanks
is healed by boosting power cost. Therefore, increapeoposed generic context inference framework. The novelty
in power consumption compensates the worsening tbe our framework also comes from the integrated adapt-
recognition accuracy ratio, whereas decrease in powglility feature toward variant user behaviors along with th
consumption receives benefits from the adaptati@mline recognition accuracy tracker while providing ogim
feature if possible where the framework shows highdaptive sampling strategies to achieve energy efficiency
accuracy. within the research area of mobile device based activity
o When the time passes by and the framework getsr@cognition. In contrast, some other recent studies within
better adaptation to the user activity profile, the recoghe same concept show enhancement in power efficiency by
nition accuracy ratio increases even though powg0-25% in [32], by 5-10% in [33], and by 10-30% in [34]
consumption ratio decreases. It is also because théiile satisfying considerable recognition accuracy under
all user activities are known by the framework at thigon-adaptive, deterministic, and variant sampling freqye
point, and that will lead to have continuity of betteror duty cycle applying sensor sampling methods.
enhancement on tradeoff solutions.
« While switching from longer waiting times to slower VII. CONCLUSION
waiting times, during the second or third run of defined In this paper, a novel comprehensive framework is pre-
user activity pattern, accuracy decreases even if powsanted within the futuristic concept of context-awareness
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S. Zhong and J. Ghosh, “Hmms and coupled hmms for mbhiroel

ence model together with an intelligent sensor management
system is created to recognize human-centric activities T ;¢
approach aims at achieving a fine balance between power
consumption and recognition accuracy. The study takes the
smartphone accelerometer sensor into the scope to sl{g
the effectiveness of proposed total system structure as wel
as leaving the door open for future improvements in tHésl
functionality of other smartphone sensors.

While creating the statistical machine, some features grej
taken into the consideration, such as time-varying user
activity profile, system adaptability to the changing pefil 20]
non-uniform time distribution of sensory sampling process
due to the power saving precautions, and the estimati@al
process where missing sensory observations exist. On the
other hand, while creating the sensor management syste¢zm,
the analytical modeling of power consumption caused by
the accelerometer is examined. Thereby, along with the,
collaboration of the statistical machine, a better balaace
achieved for the defined tradeoff throughout the paper. For

: e . [24]
the tradeoff analysis, some intuitive and optimal senspry o
eration solutions are provided in order to increase effijen
in power consumption; whereas the statistical machine trig>]
to maintain the accuracy ratio provided by the framework.
[26]
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