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Motivation & Aim

* Explainability is a key hurdle in the wider adoption of
deep neural networks for various tasks including
anomaly detection.

* A low-time latency and computationally efficient
method is proposed to generate explanations for deep
learning output.

* Additionally, an explanation dashboard is created to
explain the detected anomaly for different personas
using deep learning explanation and provenance logs.

Methodologies
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Unsupervised deep learning prediction-based
technique Is used to detect anomalies Iin data
stream.

Explanation Root Method: Shapley
Generation Additive explanation (SHAP)
A derivative of game theory based SHAP, TreeSHAP,

IS used to generate post-hoc model agnostic local
explanationsfor the deep learning model output.

Dual surrogate models are then employed to
explain the model output with respect to feature
interactions, previous feature values and temporal
dependencies

Dataset

SWaT (Secure Water Treatment)

Sx-stage water treatment testbed
14,998 observationsfrom 78 loT devices
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Anomaly Detection and Black Box Model Explanation
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